PostgreSQL
Migration/Upgrade with a
Seamless Downtime

- by Avinash Vallarapu
OpenSCG

SCG e SQL



Agenda

> Major Concerns in an Infrastructure

> PostgreSQL Upgrade from 8.2.13 to 9.5.5 (Case Study)
> Results

> Learnings

> (Questions ?

YoenSCG CBIGSQL



Major concerns 1n an Infrastructure

Legacy Software

Downtime during Software Upgrades

Scaling Performance by adding more Servers

Business Logic inside the Database.
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PostgreSQL Upgrade from
8.2.13109.5.5

(Case Study)
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Case Study

Purpose : PostgreSQL Upgrade from 8.2.13 t0 9.5.5
Challenges :

72 Database Servers in Replication using Slony 1.2

(1 Master, 68 Read and 3 Writable Slony Replicas)

150 App Servers

4 Applications (Transactional, Back-Office, Reporting, Audits)
1200 Stored Procs

DOWNTIME

pg upgrade does not work between 8.x and 9.x.

Slony cannot replicate between 8.2 and 9.x
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Why should we Upgrade?

Older OS and DB Software Versions lacks several new features.
Increase in Transactions, needing more Servers.

No possibility of Performance Improvements.

Not too many extensions/tools for PostgreSQL 8.x

Maintenance of Database Objects is a hurdle.

No Support for Older Versions(below PostgreSQL 9.2)
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Pre-Upgrade Procedure

Plan your Hardware Specifications
Application to DB Connectivity.
High Availability.

Performance Testing.

Backup Strategy.

Plan your postgresql.conf parameters.

Install all Softwares and Extensions in advance.

SCG O SQL



¥

Al ->8213

D1--D13

E1-E13

¥

OpenSCG

F1-F13

C10

O BIGSQL




T W by Tosmgiasn e b

l': i.FI.-'b-:.'I-:-Ll_J—--ErJ Ber laries
10 Doys of Aetivity

BT Plngrs: s Ploninte” mgs T lese mparryd (T M g

10 I}.a,z..'; of ﬂl.ll:ﬂ'l.fl.[_'l.'

--\.u_..an_-..

_ lI]l HII’LLIIE'E [owentime !'-m Rfﬂ-lﬂfi-

......... Mﬁ‘ﬁf Activity

1000 (oneurrent (onnections

oo 100 Tays of Planning;Jevelopment) Testing
10 Minutes []p-:ntume for Writes

Torm o P |

ﬁl Mmu{es []m-u"ﬁtuﬁehfnr E_E:ﬂ.dﬂ

e e | v B W [ G b | erind v [ EE
HETT IV

= IQ'D ﬁjrlhm -H-r Ac-tlﬂtyl:w

i e [ e By feads F:II-I_“ o 'F'"'l'll_'l

1[][}[]' [:'"ﬁ”&ﬁﬁ‘héﬁt onnections’

EHHE] [iwssorromi IH Yo | b e P Hewis s o Py mdieyer-maliierion 1 |_1.n..1--|::|--n e e

e 2100 [ays of Planning/Development /Testing

menles i T e ™ Wi

e (0] Mi_ﬁi;gtas Downtime for ""‘Wmtes

''''''''''''' o ol e e el ) [ o LY e o e e
01 Minutes Downtime for Reads
L__Emn r--:-r-.-l.nr-mlg DIIJ- Days of ,!I.Ln-.lr;r thIt EWﬁmﬁh
'ﬁ'ﬁ:ﬁ:ﬁm;“ﬁw ritrs AT e mrm J,'l.:mu_:rA_,,_ s, EU Days nf AL[]F[L‘}’

1000 (oncurrent (onnections -

|IHI1|:||.3.':I:||!'|"';-u-.|.n:.I'I}fI hprnﬂi_.lnl_lr;l s -_J_I klirmries |_|"l-r|1|u11 far 'Ll.-r'u:-n- I ™ e T Sprme ._ﬂ_,_l_'_:,':';_,_.m H]:nul [rembime e Ly rijes

OpenSCG S BIGSQL



How did we Upgrade?
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Step 1 : Build the Infrastructure & Install
Software
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Build the Infrastructure & Install
Software

 Configured 2 Dedicated Machines for Master and Failover Slave.
* Configured 71 Slave Virtual Machines on Cloud.

* Pushed BigSQL Sandbox using Ansible to all the Servers.
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What did the BigSQL Sandbox

include?

BigSQL Sandbox includes a variety of Packaged/Compiled Softwares &
Extensions.
Following are the Softwares and Extensions we have installed using
BigSQL.

e PostgreSQL 9.5.5

e PlProfiler

« PgBadger

* pg_stat statements

* pgBouncer

e pg repack

e pg buffercache

e Pldebugger
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Step 2 : Replication between 8.2 and 9.5
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Setup Replication between an 8.2 Instance
and a New 9.5 PostgreSQL Instance.

Does Streaming Replication Work ? — No
Can Slony work between 8.2 & 9.5? — No
Does Londiste Work — No

What about Bucardo — Yes
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B9 (B.2.13)

Slony 1.2

OpenSCG
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Step 3 : Streaming Replication between New 9.5
Instance and Slaves/Cascaded Slaves
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Streaming Replication between New 9.5
Instance and Slaves/Cascaded Slaves

* Installed Rep Manager on all the Servers.

 Set Up Streaming Replication between Master and all the Slaves
and Cascaded Slaves.
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Step 4 : Re-direct all the Read traffic with a
seamless downtime
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Re-direct all the Read traffic with a
seamless downtime

* Make modifications to the already existing HA Proxy
configurations with the New Slave Server IP’s.

* Reload the HA proxy with the New Server IP’s.
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Step 5 : Build the 3 Writable Slaves

OpenSCG oBIGSQL



Build the 3 Writable Slaves

* Set up Streaming Replication between the New 9.5 Master and the 3
future Writable Slaves.

 Stop Bucardo Replication between 8.2 and 9.5.

» Add the 3 Writable Slaves as 3 New Targets to the Bucardo
Replication

» Start Bucardo Replication.
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Step 6 : Re-direct writes through PgBouncer to
existing 8.2.13 Master
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Re-direct writes through PgBouncer to
existing 8.2.13 Master

 Configure PgBouncer on a New Server.

* Re-direct all the Application Writes through PgBouncer to the Old
8.2.13 Master.

* This enables us to use a PgBouncer restart to re-direct the Writes to
the New 9.5.5 Master.
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Step 7 : Re-direct writes to the New 9.5.5 Master.
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Re-direct writes to the New 9.5.5 Master

Stop bucardo Replication between the 8.2.13 and all the 4 — 9.5.5
Instances.

Setup Bucardo Replication between the New Master and the 3
Writables Slaves.

Restart PgBouncer with the New Master IP Address for Writes.
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Results
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Results

No need to push all the DDL Changes or Code changes to all the
Instances manually.

Improvement in Reads & Writes Performance.

Max Replication Lag reduced to 0.5 seconds due to Streaming
Replication.

Improved performance of Stored Procs through PlProfiler.
Servers able to handle over 3x times the load as earlier.

Plan to reduce the number of Servers.

Plan to decommission the 3 Writable Slaves and re-direct the load to
Master.

Automatic-Failover

Partitioning
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Learnings
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Learnings

« Replication lag using Bucardo 5.4.1
— 40 seconds to 120 seconds
« Replication lag using Slony 2.2
— 8 seconds to 20 seconds.
* Setting max standby streaming delay &
max_standby archive delay to -1 may cause a great lag in
Streaming Replication.
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Questions ?
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